Abstract

Reinforcement learning (RL) in safety-critical environments requires an agent to avoid decisions with catastrophic consequences. Various approaches addressing the safety of RL exist to mitigate this problem. In particular, so-called shields provide formal safety guarantees on the behavior of RL agents based on (partial) models of the agents’ environment. Yet, the state-of-the-art generally assumes perfect sensing capabilities of the agents, which is unrealistic in real-life applications. The standard models to capture scenarios with limited sensing are partially observable Markov decision processes (POMDPs). Safe RL for these models remains an open problem so far. We propose and thoroughly evaluate a tight integration of formally-verified shields for POMDPs with state-of-the-art deep RL algorithms and create an efficacious method that safely learns policies under partial observability. We empirically demonstrate that an RL agent using a shield, beyond being safe, converges to higher values of expected reward. Moreover, shielded agents need an order of magnitude fewer training episodes than unshielded agents, especially in challenging sparse-reward settings.

1 INTRODUCTION

Reinforcement learning (RL) [Sutton and Barto, 1998] is a machine learning technique for decision-making in uncertain and dynamic environments. An RL agent explores its environment by taking actions and perceiving feedback signals, usually rewards and observations on the system state. With success stories such as AlphaGo [Silver et al., 2016] RL nowadays reaches into areas such as robotics [Kober et al., 2013] or autonomous driving [Salab et al., 2017].

One of the major limitations for RL in safety-critical environments is the high cost of failure. An RL agent explores the effects of actions – often selected randomly such as in state-of-the-art policy-gradient methods [Peters and Schaal, 2006] – and will thus inevitably select actions that potentially cause harm to the agent or its environment. Thus, typical applications for RL are games [Mnih et al., 2013] or assume the ability to learn on high-fidelity simulations of realistic scenarios [Tao et al., 2019]. The problem of unsafe exploration has triggered research on the safety of RL [García and Fernández, 2015]. Safe RL may refer to (1) changing (“engineering”) the reward function [Laud and DeJong, 2003] to encourage the agent to choose safe actions, (2) adding a second cost function (“constraining”) [Moldovan and Abbeel, 2012], or (3) blocking (“shielding”) unsafe actions at runtime [Alshiekh et al., 2018].

Safe RL in partially observable environments suffers from uncertainty both in the agent’s actions and perception. Such environments, typically modeled as partially observable Markov decision processes (POMDPs) [Kaelbling et al., 1998], require histories of observations to extract a sufficient understanding of the environment. Recent deep RL approaches for POMDPs, including those that employ recurrent neural networks [Hausknecht and Stone, 2015] [Wierstra et al., 2007], learn from these histories and can generate high-quality policies with sufficient data. However, these approaches do not guarantee safety during or after learning.

We capture safety by reach-avoid specifications, a special case of temporal logic constraints [Pnueli, 1977]. To provide safety guarantees, we capture assumptions on the system dynamics in a partial model of the environment. In particular, while we need to know all potential transitions in the POMDP, probabilities and rewards may remain unspecified [Raskin et al., 2007]. Under this (necessary) assumption, we compute a shield that ensures verifiably safe behavior of an RL agent. While obtaining good partial models may be intricate, model-based engineering is widespread in safety-critical situations. Probabilities in these models may be rough estimates at best, but if a transition exists (with positive probability) is often much better understood.
The availability of a (partial) model allows to tap into existing work on model-based reasoning to extract the aforementioned shield. However, despite tremendous progress [Pineau et al., 2003; Walraven and Spaan, 2017; Silver and Veness, 2010], model-based reasoning, especially verification, has limitations: Even if a POMDP is completely known, scalability remains a challenge. Already, whether for a POMDP there exists a policy that satisfies a temporal logic specification is undecidable [Madani et al., 1999]. However, computing policies for qualitative reach-avoid specifications is EXPTIME-complete [Chatterjee et al., 2015]. While this still limits the application in full generality, efficient methods based on satisfiability solvers show good empirical scalability [Chatterjee et al., 2016; Junges et al., 2021].

Our contribution is the first method to shielding for POMDPs. We employ an effective integration of shields computed via satisfiability solving [Junges et al., 2021] with various state-of-the-art RL algorithms from Tensorflow [Guadarrama et al., 2018], and we provide an extensive experimental evaluation. We show the following natural effects that arise from such a combination.

- **Safety during learning**: Exploration is only safe when the RL agent is provided with a shield. Without the shield, the agent makes unsafe choices even if it has access to the inherent state estimation.
- **Safety after learning**: A trained agent that has an incentive to adhere to safety still behaves unsafe sometimes. Moreover, typical unwanted tradeoffs in settings with safety and (additional) performance objectives are avoided when (1) safety is (strictly) enforced via shields and (2) the agent focuses on performance.
- **RL convergence**: A shield not only ensures safety, but also significantly reduces the search space and the required amount of data for RL.

Fig. 1 shows the outline of our approach. We demonstrate effects and insights on shielded RL for POMDPs using several typical examples and provide detailed information on RL performance as well as videos showing the exploration and training process. To investigate to what extent more lightweight alternatives to a shield help RL, we experiment with a state estimator. This estimator uses the partial model to track in which states the model may be, based on the observed history. We show that, while the RL agent may indeed benefit from this additional information, the shield provides more safety and faster convergence than relying on just the state estimator. Finally, after learning, we may gently phase out a shield and still preserve the better performance of the shielded RL agent. Then, even an overly protective shield may help to bootstrap an RL agent.

**Further related work.** Several approaches to safe RL in combination with formal verification exist [Hasanbeig et al., 2020; Könighofer et al., 2017; Alshiekh et al., 2018].

![Figure 1: RL for partial-observation and partial-model information accessible via a state estimator and a shield.](image-url)

Jansen et al. [2020], Fulton and Platzer [2018], Bouton et al. [2019]. These approaches either rely on shielding, or guide the RL agent to satisfy temporal logic constraints. However, none of these approaches take our key problem of partial observability into account. Recent approaches to find safe policies for POMDPs with partial model knowledge do not consider reinforcement learning [Cubuktepe et al., 2021].

## 2 PROBLEM STATEMENT

In this section, we introduce POMDPs as the standard model for environments for sequential decision-making under partial observability. We distinguish the learning goal of an agent that operates in such an environment, and the agent’s safety constraints. We capture the former by expected rewards, the latter via reach-avoid safety specifications.

### 2.1 POMDPS

A (discrete) partially observable Markov decision process (POMDP) is a tuple \( \mathcal{M} = (S, I, \text{Act}, O, Z, \mathcal{P}, \mathcal{R}) \) where \( S \) is a finite state space. \( I \) is the initial distribution over the states that gives the probability \( I(s) \) that the agent starts in state \( s \in S \), and \( \text{Act} \) is a finite space of actions for the agent to take. \( Z \) is a finite observation space and \( O(z|s) \) is the probability of observing \( z \) when the environment is in state \( s \). Finally, \( \mathcal{P}(s'|s,a) \) is a transition model representing the conditional probability of moving to a state \( s' \in S \) after executing action \( a \in \text{Act} \) in state \( s \in S \). Not every action is available in every state, i.e., \( \mathcal{P} \) is a partial function. The set of available actions in state \( s \) is \( \text{Act}(s) \). When executing action \( a \in \text{Act} \) in state \( s \in S \), the agent receives a scalar reward \( R(s,a) \). We remark that our POMDPs have dead-ends from which an agent cannot obtain positive rewards [Kolobov et al., 2012]. We describe agent behavior via a (observation-based) policy \( \pi: (Z \times \text{Act})^* \times Z \rightarrow \text{Distr(Act)} \) that maps an observation sequence \( \tau \) to a distribution over actions. In contrast to the (observable) MDPs, the agent may depend on the history of actions – this means that the agent has to store (aspects of) the history of observations.
In this standard problem for POMDPs, maximizing the expected reward is the learning goal of the agent.

## 2.2 SAFETY CONSTRAINTS

In addition to the learning goal, an agent in safety-critical settings must adhere to safety constraints. We capture these constraints using (qualitative) reach-avoid specifications, a subclass of indefinite horizon properties [Puterman 1994]. Such specifications necessitate to always avoid certain bad states from $\textsc{Avoid} \subseteq S$ and reach states from $\textsc{Reach} \subseteq S$ almost-surely, i.e., with probability one (for arbitrary long horizons). We denote these constraints by $\varphi = (\textsc{Reach}, \textsc{Avoid})$. The relation $M(\pi) \models \varphi$ denotes that the agent adheres to the specification $\varphi$ under the policy $\pi$. We formalize such winning policies in the next section.

**Problem 2.** Given a POMDP $M$, the problem is to find a policy $\pi$ that maximizes $E \left[\sum_{t=0}^{\infty} \gamma^t R_t\right]$ for POMDP $M$ while $\pi$ is winning, that is, $M(\pi) \models \varphi$.

Note that an optimal solution to Problem 2 may induce a lower reward than for Problem 1 as the agent has to strictly adhere to the safety constraint while collecting rewards.

## 3 STATE ESTIMATORS AND SHIELDS

In this section, we present the main ingredients for the proposed methodology, as outlined in Figure 1. We discuss beliefs over environment states and belief supports. Then, we introduce the notion of a safety shield. Finally, we discuss the guarantees we are able to provide using shields, and the particular assumptions we have to make.

### 3.1 BELIEFS AND BELIEF SUPPORTS

**Belief states.** As the current state of a POMDP is not observable, agents may infer an estimate of the system state from a sequence of observations. This estimation is typically a belief of the form $b: (Z \times \text{Act})^* \times Z \rightarrow \text{Distr}(S)$, that is, a distribution that describes the probability that we are currently in a certain state based on the history so far. Consequently, a policy $\pi: b \rightarrow \text{Distr}(\text{Act})$ can also directly be defined on the beliefs. An agent may incrementally update the belief upon receiving new observations using a Bayesian update. This belief update depends on the transition (and observation) probabilities in the POMDP. The belief dynamics can be captured by a (fully observable) belief MDP in which the (infinitely many) beliefs of the POMDP are the states. Due to this infinite number of beliefs, computing a policy that maximizes the reward is generally undecidable [Madani et al. 1999]. This is in contrast to handling qualitative reach-avoid specifications, as we detail below.

**Winning beliefs.** For a set of states $S' \subseteq S$ of the POMDP, $\Pr_E^T(S')$ denotes the probability to reach $S'$ from the belief $b$ using the policy $\pi$.

**Definition 1 (Winning).** A policy $\pi$ is winning for specification $\varphi$ from belief $b$ in POMDP $M$ iff $\Pr_E^T(\text{Avoid}) = 0$ and $\Pr_E^T(\text{Reach}) = 1$, i.e., it reaches Avoid with probability zero and Reach with probability one (almost-surely) when $b$ is the initial state. Belief $b$ is winning for $\varphi$ in $M$ if there exists a winning policy from $b$.

For multiple beliefs, we define winning regions (aka safe or controllable regions). A winning region (for POMDPs) is a set of winning beliefs, that is, from each belief within a winning region, there exists a winning policy.

**Belief support.** A state $s$ with positive belief $b(s) > 0$ is in the belief support, that is, $s \in \text{supp}(b)$. The belief-support can be updated using only the graph of the POMDP (without probability knowledge) by a simplified belief update. The following result constitutes the basis of the correctness of our approach.

**Theorem 1 (Junges et al. 2021).** For a winning belief $b$, any belief $b'$ with $\text{supp}(b') = \text{supp}(b)$ is winning.

That means, we only need to take the finite set of belief supports into account to compute winning policies, beliefs, and regions for qualitative reach-avoid properties [Raskin et al. 2007]. Technically, one has to construct a (finite, albeit exponential) belief-support (stochastic) game that provides a suitable abstraction of the belief MDP [Junges et al. 2020]. We directly define policies on the belief support of the form $\pi^b: B \rightarrow \text{Act}$, where $B$ denotes the set of all belief supports. Basically, this pure or deterministic policy chooses one unique action for each belief support $\text{supp}(b)$.

### 3.2 SHIELDS

The purpose of a shield is to prevent the agent from taking actions which would violate a (reach-avoid) specification. For avoid specifications, the shield prevents the agent from entering avoid states, or from entering states from which it is impossible to prevent reaching an avoid state in the future. Consequently, a shield ensures that an agent stays in a winning region. To stay inside this region, the agent must pick an action such that all successor states with respect to this action (from the current belief) are also inside the winning region. For reach-avoid specifications, a shield additionally prevents the agent from visiting dead-ends. A shield itself
cannot force an agent to visit reach states. However, under mild assumptions, we can additionally ensure that the agent eventually visits the reach state: It suffices to assume that the agent is fair w.r.t. the actions that stay within the winning region. We remark that most RL agents are fair.

Technically, we define a shield as a set of (winning) policies. In the literature, such a set of policies is referred to as a permissive policy [Dräger et al., 2015, Junge et al., 2016].

**Definition 2** (Permissive policy and shield). Given a POMDP $M$, a permissive policy is given by $\nu: b \rightarrow 2^{Act}$. A policy $\pi$ is admissible for $\nu$ if for all beliefs $b$ it holds that $\pi(b) \in \nu(b)$. A permissive policy is a $\varphi$-shield for $M$ if all its admissible policies are winning.

Such a set of policies allows multiple actions at each state, as long as these actions belong to policies that satisfy the specification. Note that as a consequence of Theorem 1, the computation of a shield is based on the belief support. We will detail the necessary prerequisites in the following.

### 3.3 SAFETY GUARANTEES

A provably-correct shielding approach necessarily requires prior knowledge on the model. We discuss the exact type of knowledge that is needed to provide safety guarantees.

**Partial models.** We assume the agent only has access to a partial model $M' = (S, I, Act, O, Z, \mathcal{P}')$ where the transition model $\mathcal{P}'$ yields unknown, but positive probabilities. Essentially, $\mathcal{P}'$ defines a set of (possible) transitions. We say that a POMDP $M = (S, I, Act, O, Z, \mathcal{P})$ and a partial model $M' = (S, I, Act, O, Z, \mathcal{P}')$ have coinciding transitions iff it holds for all states $s, s' \in S$ and actions $a \in Act$ that $\mathcal{P}'(s'|s, a) > 0$ iff $\mathcal{P}'(s'|s, a) > 0$. Intuitively, the partial model defines exactly the graph of the original POMDP. Similarly, $M'$ overapproximates the transition model of $M$, if it holds for all states $s, s' \in S$ and actions $a \in Act$ that $\mathcal{P}'(s'|s, a) > 0$ if $\mathcal{P}'(s'|s, a) > 0$. The original POMDP has no transitions that are not present in the partial model.

We state the following results about the guarantees a shield is able to provide, depending on the partial model.

**Theorem 2** (Reach-Avoid Shield). Let $M$ and $M'$ be two POMDPs with coinciding transitions, and $\varphi = \langle \text{REACH}, \text{AVOID} \rangle$ a reach-avoid specification, then a $\varphi$-shield for the partial model $M'$ is a $\varphi$-shield for $M$.

This theorem is a direct consequence of Theorem 1. Knowing the exact set of transitions with (arbitrary) positive probability for a POMDP is sufficient to compute a $\varphi$-shield.

For avoid specifications, we can further relax the assumptions while still giving the same hard guarantees. Intuitively, it suffices to require that each transition in the partial model exists (with positive probability) in the (true) POMDP.

**Theorem 3** (Avoid Shield). Let $M'$ overapproximate the transition model of $M$, and let $\varphi' = \langle \text{AVOID} \rangle$ be an avoid specification, then a $\varphi'$-shield for the partial model $M'$ is a $\varphi'$-shield for the POMDP $M$.

If the partial model is further relaxed, it is generally impossible to construct a shield that provides the same hard guarantees. Nevertheless, shields may empirically significantly improve performance or safety of RL agents, as we will demonstrate in our experiments.

### 4 SHIELDS AND RL IN POMDPS

We instantiate Figure 1 as follows: While the environment is described as a (discrete) POMDP, we assume that the agent can only depend on partial models, as discussed in the previous section. In this section, we discuss two interfaces to this knowledge that can be used independently or in conjunction. We underpin qualitatively how these interfaces help state-of-the-art RL agents. In the experimental evaluation that follows in the next section, we see that the quantitative advantage to the RL agent is an intricate function of both the domain and the RL agent.

**Using the partial model via a shield.** We assume the availability of a shield that ensures reach-avoid specifications as outlined above. Following Theorem 1 such a shield can be computed symbolically using modern satisfiability solvers [Junge et al., 2021]. We exploit our definition of state estimators, belief supports, and the assumptions and results in Theorems 1 and 2. Essentially, we use a state estimator $b: (Z \times Act)^* \times Z \rightarrow \text{Distr}(S)$ to create a shield $\nu: \text{supp}(b) \rightarrow 2^{Act}$ that operates directly on the belief support, see Theorem 1. For the specification $\varphi$, this shield, yields for every belief the set of safe actions. We restrict the available actions for the agent to these safe actions.

**Using the partial model via a state estimator.** As an additional, light-weight, interface, we investigate the availability of a belief-support state estimator as is also used by the shield internally. This estimator $(Z \times Act)^* \times Z \rightarrow 2^{S}$ yields, based on the sequence of observations and previous actions, the set of POMDP states that could have been reached so far. The agent can use the state estimation as an additional observation as basis for the decision-making.

### 4.1 SAFETY DURING LEARNING

(Only) shielded RL agents can enforce safety during learning. Notice that without the notion of a shield, the agent
must take an action first to understand that it may lead to a bad state. While an adequately constructed shield ensures that we visit the reach-states eventually (with probability one), we cannot give an upper bound on the number of steps required to visit these states. However, we can construct shields for finite-horizon reach-avoid specifications using the same methods for a modified POMDP. We remark that if the partial model is not faithful to the true POMDP, that is, it has a different graph structure, the shielded agent may violate the specification.

State estimators themselves do not directly contribute to safe exploration. However, the additional observations do help to recognize critical states. In particular, consider an action (such as switching on a light) which is useful and safe in most situations (except maybe a gas leakage). A state estimator may provide the additional observation signals that allow the RL agent to efficiently distinguish these states, thereby indirectly improving safety, even during learning.

4.2 SAFETY AFTER LEARNING

Even after successful learning, agents which keep exploring may keep violating safety. Furthermore, reward objectives and safety constraints may not coincide, e.g., the reward structure may be richer. While safety may only avoid car-crashes, learning objectives may include performance measures such as fuel consumption. The combination of objectives is non-trivial, and weighted combinations lead to a trade-off between safety and performance. Then, even in the limit (after convergence), an RL agent may keep violating the safety constraints. On the other hand, in presence of a shield, the RL agent may fully focus on the performance measures as safety is already guaranteed. The effect of state estimators before and after learning is roughly analogous.

4.3 RL CONVERGENCE SPEED

Even beyond providing safety guarantees, learning in partially observable settings remains a challenge, especially when rewards are sparse. The availability of a partial model provides potential to accelerate the learning process. In particular, the availability of a state estimator allows enriching the observation with a signal that compresses the history. Consider the POMDP sketch in Fig. 2 illustrating a typical example where the agent early on makes an observation (orange, top) or (blue, bottom), must learn to remember this observation until the end, where it has to take either action a (solid) when it saw orange before, or action b (dashed) when it saw blue before. State estimation provides a signal that includes whether we are in the bottom or top part of the model, and thus significantly simplifies the learning.

Slightly orthogonal, a shield may provide incentives to (not) explore parts of the state space. Consider an environment as sketched out in Fig. 3. We have partitioned the state space into three disjoint parts. In region A, there are no avoid states (with a high negative reward) but neither are there any positive rewards, thus, region A is a dead-end. In region B, all states will eventually reach a positive reward, and in region C, there is a (small) probability that we eventually reach an avoid state with a high negative reward. An agent has to learn that it should always enter region B from the initial state. However, if it (uniformly) randomly chooses actions (as an RL agent may do initially) it will only explore region B in one third of the episodes. If the high negative reward is not encountered early, it will take quite some time to skew the distribution towards entering region B. Even worse, in cases where the back-propagation of the sparse reward is slow, region A will remain to appear attractive and region C may appear more attractive whenever back-propagation is faster. The latter happens if the paths towards positive reward in region C are shorter than in region B.

4.4 LEARNING FROM THE SHIELD

Finally, it is interesting to consider the possibility of disabling the additional interfaces after an initial training phase. For example, this allows us to hot-start an agent with the shield and then relax the restrictions it imposes. Such a setting is relevant whenever the shield is overly conservative — e.g., entering some avoid-states is unfortunate but not safety-critical. It may also simplify the (formal) analysis of the RL agent, e.g., via neural network verification, as there is no further need to integrate the shield or state estimator in these analyses. We investigate two ways to disable these interfaces and to evaluate agent performance after this intervention: either a smooth transition or sudden deactivation.

When switching off shields suddenly, the agent will be overly reliant on the effect of the shield. While it remembers some good decisions, it must learn to avoid some unsafe actions. We want to encourage the agent to learn to not rely on the shield. To support this idea, we propose a smooth transition: When switching of the shield, we give immediate negative rewards whenever an action not allowed by the
shield is taken. We decay this negative reward over time to gently fade out the effect of a shield.

When switching off state estimators, the learned agent is now no longer executable as it lacks necessary information. Naive solutions for this problem can be trivially supported, e.g. by defaulting to a fixed observation. We leave a proper study of switching off state estimators for future work.

5 EXPERIMENTS

We applied shielded RL in six tasks involving agents operating in partially observable $N \times N$ grids. We compared the shield’s performance in five different deep RL methods: DQN [Mnih et al., 2015], DDQN [van Hasselt et al., 2016], PPO [Schulman et al., 2017], discrete SAC [Christodoulou, 2019] and REINFORCE [Williams, 1992].

**Setup.** We use the POMDP environments from [Junges et al., 2021], in particular *Refuel, Evade, Rocks, Intercept, Avoid* and *Obstacle*. Each has a nominal *REACH* objective and a set of *VOID* locations that trap the agent in place, for a full description of the domains and their reward structures see the domain descriptions in the Appendix. The environments come with a simulator and a belief-support tracker based on Storm [Dehnert et al., 2017]. Shields are computed using the satisfiability checker Z3 [Jovanovic and de Moura, 2012]. We developed bindings to Tensorflow’s Tensorflow package [Guadarrama et al., 2018] and connect the provided state-of-the-art implementations of the aforementioned algorithms, in particular, we use the masking in TensorFlow to enforce the precomputed shield. We provide full details of the implementation, the hyperparameters and the selection method in the supplementary material. All experiments were performed using an 8-core 3.2GHz Intel Xeon Platinum 8000 series processor with 32GB of RAM. For each experiment, unless otherwise specified, we limited episodes to a maximum of 100 steps and calculated the average reward across 10 evaluation episodes. Due to the sparse reward nature of the domains and for the sake of readability, we performed smoothing for all figures across a five-interval window. In episodal RL algorithms, such as REINFORCE, we trained on 5000 episodes with an evaluation interval every 100 episodes, and in the step-based RL algorithms, such as DQN, DDQN, PPO and discrete SAC, we trained on $10^5$ steps with an evaluation interval every 1000 steps. Additionally, in the discrete SAC, we used long short-term memory (LSTM) as comparison to recent LSTM-based deep RL methods on POMDPs [Wierstra et al., 2007, Hausknecht and Stone, 2015].

5.1 RESULTS

In Figure 4 we demonstrate the performance of an RL agent on the aforementioned domains. In this and subsequent plots, the dashed lines indicate RL agents learning without
the benefit of the shield, while solid lines indicate that the
agent uses shields. In addition, we include the For brevity,
the majority of the comparisons in this section show the
REINFORCE algorithm. We include the source code, the
full set of results and plots for all learning methods and
domains in the data appendix. In the sequel, we highlight
important elements of the challenges presented in sparse
domains, the shield’s improved performance and how the
belief support and its representation impacts learning.

Domains are sparse and thus challenging. This observation
may not be surprising, but the domains considered
are sparse. Without side-information (from the model), the
deep RL algorithms struggle to handle the partially observ-
able domains. In particular, actually reaching target states
with a random policy is very unlikely, for example in Evade
(Fig. 4(b)), a random policy without a shield reaches the tar-
get approximately 1% of the time. Likewise, when the agent
attempts to learn a policy for Avoid, one locally optimal
but globally sub-optimal policy, which obtains an average
reward of $-100$ (global optimum of $+991$). With this policy,
which keeps the agent in the initial corner in the grid, the
agent stays outside of the adversary’s reachable space but
will not attempt to move to the goal at all. Similarly, the
unshielded random policy often reaches a highly negative
reward: e.g., 95% of the time in Obstacle (Fig. 4(d)). This
is a challenge for many RL agents: In Fig. 5 we illustrate the
problematic performance on the Intercept domain for a
variety of unshielded RL agents.

Shields enforce safety specifications. The shield ensures
that the agent stays within the winning region by preventing
it from taking actions that may result in reaching avoid states
or dead-ends. Indeed, we did not observe shielded agents
ever violating the safety specification.

Shields accelerate convergence. Shielded agents avoid
encountering avoid states on all episodes, and other episodes
are thus more frequent. Consequently, a shielded RL agent
has a higher probability of achieving the sparse reward. For
instance, in Obstacle, an unshielded random policy averages
approximately 12 steps before crashing. In contrast, the
shielded policy, which cannot crash, averages approximately
47 steps before reaching the goal. For RL agents that rely on
episodic training, such as REINFORCE, the shield greatly
improves the agent’s convergence rate, see Fig. 4(f).

Shields do not enforce reaching targets quickly. As a
drawback, shielding does not directly steer the agent towards
a positive reward. In environments like Evade, even with
the shield, the reward is particularly sparse, where a random
policy with unsafe actions shielded has only an 8% chance
of reaching the goal, as shown in Fig. 4(b). Thus it takes
many episodes before even collecting any positive reward.
Shielded agents do thus not alleviate the fact that episodes
may need to be long. In Fig. 5 we show that in Refuel,
only when exploring sufficiently long episodes, the agent
converges towards an optimal policy. In this domain, the
agent must rely on the uncertain dynamics to reach the goal
without running out of fuel. Just before the possibility of
diverting to far from a recharge station, the shield enforces
backing up and recharging. It may require several attempts
before the agent reaches the goal.

Shields may have little effect on performance. For the
domain Evade in Fig. 4(b) the RL agent is only marginally
improved by the addition of the shield. In this domain, the
shield is much less restrictive, often not restricting the
agent’s choice at all. Such an example is illustrated in Fig. 5
where the agent can easily either take an action that is just
as beneficial as the one that was restricted as in Fig. 6(a),
or reduce the uncertainty by taking a scan as in Fig. 6(b).
Further, in Evade, the shield is restricting the agent from
taking actions that result in collisions with a very low prob-
ability. When the unshielded agent takes these potentially
unsafe actions, it often does not suffer any negative outcome,
leading to similar values of average reward.

Shields can degrade performance. Back to Refuel, we
observe that for (very) short episodes, an unshielded agent
may perform better. The agent in Fig. 5 (red dashed) takes
the necessary “risk” of potentially running out of fuel and
using the uncertain dynamics to reach the goal under 13
steps in many (but not all) cases. This violates the safety
constraint, but the performance is better than when the
(shielded) agent never reaches the goal. This effect fades
out with increasing episode length, because the probability
that the dynamics turn out favorably increases over time.

Unsafe actions can have high average rewards. One of the challenges of RL in partially observable environments is handling a potentially ambiguous and conflicting set of states. The agent must learn to distinguish states with similar observations. This challenge is most evident in the Obstacle domain. Consider the agent in Fig. 7 which could occupy any one of the blue shaded states. At the agent’s position at $t = 2$ in Fig. 7(a), estimated Q-values (from DQN) are roughly $(733, 784, 606, 687)$ for (west, south, north, east) respectively. The unshielded RL agent in this situation is willing to risk possible collision if the agent is in state $x = 2$ for the significant advantage gained by taking south for any state in $x = 1$. Then, the agent collides with the obstacle at $(x = 3, y = 4)$, yielding a $-1000$ penalty. When the belief support contains just the $x = 2$ states, the Q-values are $(499, -456, -417, 404)$, which indicates that the DQN algorithm is struggling to account for high uncertainty. Shields disable such actions and thus improve further convergence.

A belief-support state estimator can accelerate RL, but a shield helps more. The challenge of RL agents struggling with high uncertainty, as sketched in the previous paragraph, can also occur when shielded. Again, in the Obstacle domain, REINFORCE without the state estimation (red) needs to learn both how to map the observation to the possible states, and then also how this would map into a value function, which it does only after spending roughly 2000 episodes. In contrast, with access to the belief support (blue), the agent quickly learns to estimate the value function. Thus, even shielded, access to a state estimator can help. Vice versa, a shield does significantly improve agents, even if they have access to a state estimator.

Shielding is more effective on some RL agents than on others. In Fig. 8 we compare how shielding benefits different learning methods for the Intercept domain. In this example, all learning methods benefit from the shield. However, the DQN and DDQN struggle to converge to the optimal policy. Such behavior could be the result of insufficient data to properly process the state estimates from the shield.

Figure 7: Incremental states of Obstacle environment where the agent (dark blue) handles uncertainty by maintaining a belief set of states (shaded in blue). The goal (green) and obstacles (red) are static. At $t = 2$ the agent takes south and again at $t = 3$, which results in a collision at $t = 4$.

Figure 8: Intercept with an RL agent performing different learning methods. Each agent used the shield’s belief support as the input representation.

Figure 9: Obstacle with an RL agent that learns for the first 1000 episodes with the shield active. After 1000 episodes the shield is either switched off completely (green) or is slowly turned off with increasing probability (purple).

6 CONCLUSION AND FUTURE WORK

We presented an efficient open-source integration of model-based shielding and data-driven RL towards safe learning in partially observable settings. The shield ensures that the RL agent never visits dangerous avoid-states or dead-ends. Additionally, the use of shields helps to accelerate state-of-the-art RL. For future work, we will investigate the use of model-based distance measures to target states [Jansen et al., 2020] or contingency plans [Pryor and Collins, 1996, Bertoli et al., 2006] as an additional interface to the agent.
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DATA APPENDIX

DOMAIN DESCRIPTIONS

Rocks  Rocks is a variant of RockSample [Smith and Simmons, 2004]. The grid contains two rocks which are either valuable or dangerous to collect. To find out with certainty, the rock has to be sampled from an adjacent field. The goal is to collect a valuable rock (+10 reward), bring it to the drop-off zone (+10), and not collect dangerous rocks (-10).

Refuel  Refuel concerns a rover that shall travel from one corner to the other (+10 reward), while avoiding an obstacle on the diagonal. Every movement costs energy, and the rover may recharge at dedicated stations to its full battery capacity, but neither action yields a reward or cost. Collisions and empty battery levels terminate the episode. The rover receives noisy information about its position and battery level.

Evade  Evade is a scenario where an agent needs to reach an escape door (+10 reward) and evade a faster robot. The agent has a limited range of vision (Radius), but may choose to scan the whole grid instead of moving.

Avoid  Avoid is a related scenario where an agent attempts to reach a goal (+1000) in the opposite corner and keep a distance from patrolling robots on fixed routes that move with uncertain speed, yielding partial information about their position. If being caught, the robot receives a reward of (-1000). Furthermore, every step yields -1 reward.

Intercept  Contrary to Avoid, in Intercept an agent aims to meet (+1000) a robot before that robot leaves the grid via one of two available exits (-1000). The agent has a view radius and observes a corridor in the center of the grid. Movements are penalized with a reward of -1.

Obstacle  Obstacle describes an agent navigating through a maze (movement: -1) of static traps where the agent’s initial state and movement distance is uncertain, and it only observes whether the current position is a trap (-1000) or exit (+1000).

HYPERPARAMETER SELECTION

Network parameters  In this work we were mostly interested in comparing the effect of a shield on different RL methods and domains. Consequently, we ensured that the chosen hyperparameters were consistent between each experiment. An extensive tuning for each method and domain were outside the scope of this work. Consequently, we employed the default settings from the examples provided in the tf-agents [Guadarrama et al., 2018] documentation with one exception. For discrete SAC [Christodoulou, 2019], we modify the tf-agents [Guadarrama et al., 2018] implement to handle discrete actions but also we added an LSTM layer in the actor network, see Table 2. The hyperparameter values for each learning setting are given in Tables 2 to 6.

<table>
<thead>
<tr>
<th>Actor Network Parameters</th>
<th>Hidden layers</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>(400,300)</td>
</tr>
<tr>
<td></td>
<td>LSTM size</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td>Critic Network Parameters</td>
<td>Hidden layers</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>LSTM size</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>tanh</td>
</tr>
<tr>
<td>Training Parameters</td>
<td>Optimizer</td>
<td>ADAM</td>
</tr>
<tr>
<td></td>
<td>Learning rate</td>
<td>$3e^{-2}$</td>
</tr>
<tr>
<td></td>
<td>Minibatch size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Discount $\gamma$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Importance ratio clipping</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Target Update $\tau$</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Target Update Period</td>
<td>5</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Evaluation Interval</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Evaluation Episodes</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2: Hyperparameters used in discrete soft actor-critic (SAC) numerical experiments.
### INPUT REPRESENTATION INSIGHTS

**Input format** The shield is more than just a state estimate. In fact, even when we include as much information as possible, in the form of a vector that stacks the observation, the belief-support state estimate and the action mask that a shield would recommend, the shielded RL agent still outperforms its unshielded counterpart. In Figure 10, a shielded RL agent with a simple observation representation (red) vastly outperforms the unshielded, high-information agent (dashed green).

### Experience replay for POMDPs For the experience replay, we utilize the uniform sampled replay buffer with a mini-batch size of 64. For DQN, DDQN, PPO and discrete SAC we collect and train in step intervals and for REINFORCE, we collect data as full episode runs. We also conducted experiments where we gave the RL sequences of observations as an input for training. This experience replay technique is explored in Hausknecht and Stone [2015], where a RL agent with a DRQN can interpret partial information from multiple observations in sequence. With that motivation we compared our discrete SAC agent (with its LSTM memory cell) for different input lengths, see Figure 11.

### Learning Methods Data In Figures 12 to 15 we show the full set of experiments similar to Figure 4 in the paper for REINFORCE.

---

<table>
<thead>
<tr>
<th>Q-Network Parameters</th>
<th>Hidden layers</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>None</td>
</tr>
<tr>
<td>Training Parameters</td>
<td>Optimizer</td>
<td>ADAM</td>
</tr>
<tr>
<td></td>
<td>Learning rate</td>
<td>$3e^{-2}$</td>
</tr>
<tr>
<td></td>
<td>Minibatch size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Discount $\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Evaluation Interval</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Evaluation Episodes</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Hyperparameters used in deep Q-network (DQN) and double Q learning (DDQN) numerical experiments.

<table>
<thead>
<tr>
<th>Actor Network Parameters</th>
<th>Hidden layers</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>(200,100)</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>tanh</td>
</tr>
<tr>
<td>Value Network Parameters</td>
<td>Hidden layers</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>(200,100)</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td>Training Parameters</td>
<td>Optimizer</td>
<td>ADAM</td>
</tr>
<tr>
<td></td>
<td>Learning rate</td>
<td>$3e^{-2}$</td>
</tr>
<tr>
<td></td>
<td>Minibatch size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Discount $\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Evaluation Interval</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Evaluation Episodes</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5: Hyperparameters used in proximal policy optimization (PPO) numerical experiments.

<table>
<thead>
<tr>
<th>Q-Network Parameters</th>
<th>Hidden dense layers</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>(50,20)</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>LSTM layer size</td>
<td>15</td>
</tr>
<tr>
<td>Training Parameters</td>
<td>Optimizer</td>
<td>ADAM</td>
</tr>
<tr>
<td></td>
<td>Learning rate</td>
<td>$3e^{-2}$</td>
</tr>
<tr>
<td></td>
<td>Minibatch size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Discount $\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Evaluation Interval</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Evaluation Episodes</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4: Hyperparameters used in deep recurrent Q-network (DRQN) in memory comparison experiment.

<table>
<thead>
<tr>
<th>Actor Network Parameters</th>
<th>Hidden layers</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td>Value Network Parameters</td>
<td>Hidden layers</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Nodes per layer</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>Value Est. Loss Coeff.</td>
<td>0.2</td>
</tr>
<tr>
<td>Training Parameters</td>
<td>Optimizer</td>
<td>ADAM</td>
</tr>
<tr>
<td></td>
<td>Learning rate</td>
<td>$3e^{-2}$</td>
</tr>
<tr>
<td></td>
<td>Minibatch size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Discount $\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Evaluation Interval</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Evaluation Episodes</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6: Hyperparameters used in deep REINFORCE numerical experiments.
Figure 10: A comparison of three input representations for an RL agent learning on *Obstacle*. The combined representation (green) is an integer vector that contains the information of both the observation vector (red), the belief-support vector (blue) and the action mask at that instant.

Figure 11: *Intercept* with an LSTM-based SAC agent that interprets sequences of observations through the use of a memory buffer. Each line represents a different instance of how many sequential observations was fed to each agent when learning. See Hausknecht and Stone [2015] for a detailed analysis for the interplay between partially observability and experience replay in RL agents.

Figure 12: DQN performed with (solid) and without (dashed) a shield restricting unsafe actions. The red lines show when the RL agent is trained using only the observations and the blue lines indicate when the RL agent is trained using some state estimation in the form of belief support. The black lines are the average reward obtained by applying a random policy.
Figure 13: DDQN performed with (solid) and without (dashed) a shield restricting unsafe actions. The red lines show when the RL agent is trained using only the observations and the blue lines indicate when the RL agent is trained using some state estimation in the form of belief support. The black lines are the average reward obtained by applying a random policy.

Figure 14: PPO performed with (solid) and without (dashed) a shield restricting unsafe actions. The red lines show when the RL agent is trained using only the observations and the blue lines indicate when the RL agent is trained using some state estimation in the form of belief support. The black lines are the average reward obtained by applying a random policy.
Figure 15: Discrete soft-actor critic (SAC) with an LSTM architecture performed with (solid) and without (dashed) a shield restricting unsafe actions. The red lines show when the RL agent is trained using only the observations and the blue lines indicate when the RL agent is trained using some state estimation in the form of belief support.